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SUMMARY

If the control rate (CR) in a clinical trial represents the incidence or the baseline severity of illness in the study population, the size of treatment effects may tend to vary with the size of control rates. To investigate this hypothesis, we examined 115 meta-analyses covering a wide range of medical applications for evidence of a linear relationship between the CR and three treatment effect (TE) measures: the risk difference (RD); the log relative risk (RR), and the log odds ratio (OR). We used a hierarchical model that estimates the true regression while accounting for the random error in the measurement of and the functional dependence between the observed TE and the CR. Using a two standard error rule of significance, we found the control rate was about two times more likely to be significantly related to the RD (31 per cent) than to the RR (13 per cent) or the OR (14 per cent). Correlations between TE and CR were more likely when the meta-analysis included 10 or more trials and if patient follow-up was less than six months and homogeneous. Use of weighted linear regression (WLR) of the observed TE on the observed CR instead of the hierarchical model underestimated standard errors and overestimated the number of significant results by a factor of two. The significant correlation between the CR and the TE suggests that, rather than merely pooling the TE into a single summary estimate, investigators should search for the causes of heterogeneity related to patient characteristics and treatment protocols to determine when treatment is most beneficial and that they should plan to study this heterogeneity in clinical trials. © 1998 John Wiley & Sons, Ltd.

1. INTRODUCTION

Clinical trials with patients randomly assigned to a treatment group or a control group have become the gold standard for evaluating the effect of new drugs, treatments and delivery systems. When the outcome is dichotomous, the group risk is measured by its event rate, either the
treatment rate (TR) or the control rate. The treatment rate is the proportion of patients in the treatment group with the event of interest and the control rate is the corresponding proportion in the control group. These two rates are commonly compared to measure treatment effect by the risk ratio, odds ratio and risk difference. The proliferation of clinical trials has led to instances in which a series of trials has given conflicting results. At least four sources for the disagreement are: (i) application of treatment to different study populations; (ii) use of different treatment regimens or protocols; (iii) variation in the quality of technical design or execution; and (iv) random variation. The heterogeneity of the results, therefore, complicates generalization of the findings.

When the disagreement arises mainly because smaller studies do not have sufficient power to obtain a significant result, two different approaches to reduce random variation by increasing sample size are taken in order to obtain a more precise estimate of the common treatment effect in the population. The first is to conduct a meta-analysis by combining the studies to obtain a pooled treatment effect. The second approach is to conduct a very large clinical trial – mega-trial – typically involving more than 10,000 patients. Mega-trials can also address variation in study design and execution because they are usually planned with input from many different experts to arrive at a consensus.

When heterogeneity in the outcomes of different studies reflects differences in patient populations or treatment protocols, however, the clinical dispute may be substantial and a pooled result may not be the best way to describe treatment efficacy. Notable disagreements that have arisen recently between mega-trials and meta-analyses of smaller trials may reflect an attempt to compare apples and oranges, a large trial testing one treatment in a general population versus a collection of smaller trials testing variations of the treatment in specific subpopulations. Because the heterogeneity may indicate that treatments work differently for different patients, substantial disagreement or contradiction among studies is not unexpected and we should not discount it. Rather, the opportunity arises to analyse the sources of heterogeneity and seek to describe their impact on treatment efficacy.

Meta-regression is a technique for using regression analysis to assess the relationship between treatment efficacy and characteristics of the studies that may induce between-study variation. These characteristics relate to study protocols (for example, dosages or durations of treatment), to patients (for example, demographic factors or severity of illness) or to factors concerning the execution of the study (for example, proper blinding). Without the benefit of individual patient data, meta-regression models must rely on the summary results of published studies. These summary results describe only between-study, not between-patient, variation in the risk factors and are therefore most useful for a study of characteristics that differ across studies.

However, key risk factors that vary across patients and that can be measured only as aggregate values, such as age and gender, are difficult to address adequately by meta-regression. One reason for this is that aggregated values tend to exhibit little between-study variation, thus providing minimal information across the potential range of the factor. Use of aggregated values may also introduce bias because of the failure to account for the within-study variation. For example, while patients in two studies may have a mean age of 40 years, patients in one study may have much greater variation in their ages than patients in the other study. If the outcome tends to occur more frequently in the very old, the study with the greater within-patient variation and a higher proportion of very old individuals will have higher incidence rates.

Several investigators have proposed that the control rate can serve as a surrogate for these patient risk factors. The control rate is a summary measure always reported. Variation in
control rates across studies may reflect different patient populations, underlying baseline risk of patients, length of study follow-up and treatment delivery. As a readily available, simple measure to explore treatment effect heterogeneity, the control rate may help delineate when one needs further research on risk factors.

Some analyses in the medical literature have already used the control rate as a covariate in a regression analysis. In a meta-analysis of tocolysis by beta-mimetics, Brand and Kragt proposed a correlation between increasing baseline risk (control rate) and increasing benefits (decreasing odds ratio). Thompson and Smith found that the benefits of lowering the serum cholesterol on mortality depended on the initial level of risk. Boissel reanalysed the data on the apparent lethal effects of anti-arrhythmic drugs in post-myocardial infarct patients and suggested that high-risk patients may still derive benefits from the therapy. In the case of magnesium therapy for patients with acute myocardial infarction, one of the causes of the discrepancy between the results of ISIS-4 and prior meta-analyses of small studies, as well as between the results of ISIS-4 and a moderately sized study (LIMIT-2) may have been the low mortality rate in the control group of ISIS-4 (Figure 1).

Though there is increasing appreciation for the importance of meta-regression, the proper statistical methods to perform the analysis remain at issue. Senn and Sharp have pointed out pitfalls in the fitting of regression models in which the dependent variable is an explicit function of the independent variable. McIntosh has developed a hierarchical model that adjusts for this functional relationship in addition to the measurement error introduced by the uncertainty in the estimation of the control rate. This paper is an empirical study of meta-regression with the control rate across a wide range of many meta-analyses. After presenting the statistical models in Section 2, we describe in Section 3 the frequency with which we found control rate effects under the observed and hierarchical models; we also evaluate the adequacy of

Figure 1. Plot of the natural logarithm of the risk ratio versus the control rate for 11 RCTs of the effect of magnesium therapy for acute myocardial infarction. Error bars indicate a 95 per cent confidence interval on the log risk ratios.
commonly employed measures of between-study heterogeneity. Section 4 discusses the implications of our findings for meta-analysis and clinical research.

2. METHODS

2.1. Potential Relationships Between Treatment Effect and Control Rate

To describe the potential relationship between the treatment effect and the control rate, we must choose a measurement scale for the outcome and for the control rate. The three common measures of treatment effect for comparing two proportions are the risk difference, \( RD = TR - CR \), the risk ratio, \( RR = TR / CR \), and the odds ratio, \( OR = (TR / (1 - TR)) / (CR / (1 - CR)) \). We use the log risk ratio and log odds ratio because of their nicer statistical properties in normal linear models.

Interpreting the control rate as a proxy for either the prevalence or severity of illness, we might expect that some experimental treatments are more beneficial to sicker populations either because more sick people are available to cure or because those that are sick have more disease to cure. This trend might manifest itself as a roughly linear regression effect with increased baseline risk suggesting increased therapeutic benefit. Non-linear relationships between treatment effects and the control rates might also arise from a variety of clinical and biological rationales. For example, U-shaped curves describe treatments beneficial to patients with moderate risk, but harmful to low and high-risk patients. These could arise if the treatment failed to cure the very sick and had some associated toxicity. If the treatment was not toxic, but was still ineffective in the presence of severe disease, the curve would be J-shaped. Threshold effects introduce another type of non-linearity. If an antibiotic treatment were effective only against bacterial concentrations below a threshold, and these concentrations were related to disease severity, then the treatment would have no effect on very sick patients. High control rate groups would therefore tend to show no benefit and the regression curve might be some sort of bent line or a curve that approached an asymptote.

In this paper, we employ regression models linear in the control rate for two major reasons. First, the number of trials available in each meta-analysis is often small and moving beyond a linear model may require unavailable degrees of freedom. Second, the linear model is the most generally plausible model and will usually be the first model fit in many problems. In a survey such as this, we are not attempting to investigate every possibility for every data set, but are merely pointing out general trends in the most parsimonious fashion. If no linear trend is indicated, often non-linear trends will not be present either.

2.2. Problems of Fitting by Weighted Least Squares

Brand and Kragt\(^{18}\) suggested fitting the regression of the treatment effect on the control rate by weighted least squares (WLS) where the weights are the inverse of the variance of the treatment effect. Senn\(^{30}\) and Sharp \textit{et al.}\(^{31}\) have shown, however, that such analyses are inappropriate because the presence of the control rate in the definition of the treatment effect (if measured by the risk difference, relative risk or odds ratio) naturally induces an observed correlation between the control rate and the treatment effect, even if there is no true association between them.

Two simple approaches can be used to eliminate this induced correlation. The independence between the observed treatment and control rates suggests that one can remove this correlation by using the treatment rate as the dependent variable regressed against the observed control rate.
The results may then be translated back to a more interpretable metric. If the risk ratio is of interest, for example, the regression based on the treatment rate, \( TR = \alpha + \beta \times CR \), may be mapped directly onto the risk ratio scale as \( RR = TR/CR = \beta + \alpha/CR \). The second approach regresses the risk difference, \( TR - CR \), against the average of the treatment and control rates, \( (TR + CR)/2 \). This removes the correlation if the variance of the treatment rate and control rate are the same. Again, one can express results on the relative risk scale as the sum of a constant and a coefficient multiplied by the inverse of the control rate.

Neither of these approaches, however, addresses the error in the measurement of the control rate. The control rate is a stochastic quantity so that a regression that includes the control rate in the independent variable must account for the random error in its estimation. Least squares regression assumes that the independent variables are fixed and gives an expected response conditional on the independent variables observed. Thus, least squares is inappropriate to measure the regression of the observed treatment effect on the observed control rate. Instead, we describe a hierarchical model introduced by McIntosh\(^{32}\) that explicitly models the observation error and estimates the correct regression function.

### 2.3. The Hierarchical Model

Let \( Y_E \) denote the observed treatment effect and \( Y_C \) the observed control rate in the \( i \)th clinical trial and let \( \theta_E \) and \( \theta_C \) denote the corresponding true values. The regression model that describes the true relationship between \( \theta_E \) and \( \theta_C \) is given by the following **Structural model**

\[
\begin{align*}
\theta_E | \theta_C & \sim N(\mu_E + \beta_{\text{true}}(\theta_C - \mu_C), \tau_E^2) \\
\theta_C & \sim N(\mu_C, \tau_C^2).
\end{align*}
\]

The parameter \( \beta_{\text{true}} \) is the population (true) slope of the regression of the treatment effect on the control rate, \( \mu_E \) is the mean treatment effect at the average control rate \( \mu_C \), \( \tau_C^2 \) represents the variance of control rates across studies and \( \tau_E^2 \) is the residual variance from the regression of \( \theta_E \) on \( \theta_C \). If we could observe \( \theta_E \) and \( \theta_C \), a standard least squares regression would give the correct slope. Unfortunately, we observe \( \theta_E \) and \( \theta_C \) only indirectly through \( Y_E \) and \( Y_C \), and the associated measurement error leads to a biased estimate of the regression function. Assume that the observed quantities are related to the true quantities by the **Observation model**:

\[
\begin{pmatrix}
Y_E \\
Y_C
\end{pmatrix} \sim N
\begin{pmatrix}
\theta_E \\
\theta_C
\end{pmatrix}
\begin{pmatrix}
\sigma_E^2 & \sigma_{EC} \\
\sigma_{EC} & \sigma_C^2
\end{pmatrix}
\]

This model may be rewritten as

\[
Y_E = \theta_E + \beta_{\text{obs}}(Y_C - \theta_C) + \varepsilon_E \quad \text{and} \quad Y_C = \theta_C + \varepsilon_C,
\]

where \( \varepsilon_E \) and \( \varepsilon_C \) are independent observation errors with \( \varepsilon_E \sim N(0, \sigma_E^2) \) and \( \varepsilon_C \sim N(0, \sigma_C^2) \). The term \( \beta_{\text{obs}} = \sigma_{EC}/\sigma_C^2 \) is the within-trial regression coefficient. When the dependent variable is the treatment rate, \( \beta_{\text{obs}} = 0 \) because the observed treatment rate and observed control rate are independent. For any of the other treatment effect measures, \( \beta_{\text{obs}} \neq 0 \) because of the induced correlation between the observed treatment effect and the observed control rate.

McIntosh\(^{32}\) showed that regression using the observed \( Y_E \) and \( Y_C \) gives a biased estimate of \( \beta_{\text{true}} \) and that the expected bias may be either positive or negative. Only small bias occurs when the within-study variance of the control rate, \( \sigma_C^2 \), is small relative to the between-study variance, \( \tau_C^2 \), but large bias often occurs when \( \tau_C^2 \) is small because the control rates do not display sufficient variation to fit a regression line.
We estimate the structural model parameters \( \{ \mu_E, \mu_C, \beta_{\text{true}}, \tau_E^2, \tau_C^2 \} \) in the model by an EM algorithm in which we treat the unobserved parameters \( \theta_E \) and \( \theta_C \) as missing data. Conditional on the current estimates of the structural model parameters, the E-step estimates the expected values of the mean and variance of the \( \theta_E \) and \( \theta_C \). The M-step then updates iteratively the structural model parameters via standard bivariate normal maximum likelihood equations.

3. DATA ANALYSIS

To compare the hierarchical model with weighted least squares analysis of the observed data empirically and to examine other aspects of control rate meta-regression, we compiled a database of all meta-analyses of randomized controlled trials (RCTs) from the 1994 Cochrane Collaboration database of pregnancy and childbirth and from the 1990–1995 issues of seven major medical journals that have published meta-analyses: *Annals of Internal Medicine; Archives of Internal Medicine; British Medical Journal; Circulation; Journal of the American Medical Association; Lancet* and *New England Journal of Medicine*. Containing about 500 systematic overviews, the Cochrane database is the most comprehensive database of meta-analyses of RCTs in any one clinical field. The complete selection of meta-analyses from the seven journals broadens the clinical scope of the analysis, while attempting to ensure that the included meta-analyses are of high quality and maximal relevance.

For inclusion in our database, each meta-analysis had to satisfy the following criteria: (i) use of binary outcomes reported for two treatment groups; (ii) data available in the text of the document or already in our possession; (iii) inclusion of at least six RCTs each with at least one event in the control group; and (iv) report of at least five events on average in the control group (or, if the event rate was high, at least five non-events). We applied the third and fourth criteria so that the maximum likelihood estimates based on the assumptions of normally distributed random error in the hierarchical model would be well-estimated by the EM algorithm. We excluded from its meta-analysis any RCT with fewer than 10 patients in either the treatment group or the control group before we applied the above inclusion criteria. Because some meta-analyses looked at multiple outcomes, we chose the outcome with the greatest clinical relevance, preferably mortality, as determined by one of us (JL) blinded to the results among those meeting the inclusion criteria. We excluded any outcome that related to patient or physician behaviour or to a choice of medical procedure (for example, Caesarean section) so that the control rate is directly related to patient health.

The final collection of meta-analyses included 45 from the Cochrane database and 70 from the seven major medical journals. Table I categorizes these two sources according to the size of the meta-analysis expressed by either the number of RCTs included or the total number of patients enrolled in the combined studies. The meta-analyses from the Cochrane database were generally smaller, tending to involve fewer patients and fewer studies.

For each meta-analysis, we fit the observed data model by weighted least squares weighting by the inverse of the variance of the dependent variable and the hierarchical model by EM using the risk difference, log relative risk and log odds ratio as dependent variables and the control rate as the independent variable. For each outcome, we recorded the slope estimate, its standard error, the \( z \)-test statistic defined as the ratio of the estimate to its standard error and whether this statistic reached statistical significance, defined as greater than 1.96 in absolute value. In addition, we took the estimate of the control rate and its variance from the hierarchical model, and also
obtained the random effects estimate of the pooled treatment effects from a standard meta-analysis that did not consider the control rate.

In the following analysis, we excluded three meta-analyses whose control rate variance estimates from the hierarchical model were less than 0.0001 because they gave unstable regression estimates. All three were from the Cochrane database and each consisted of six RCTs. For these three meta-analyses, the EM algorithm converged to extremely large slope or slope variance estimates or to negative slope variance estimates. This is not surprising because these small variance estimates indicate that the true control rates in the individual RCTs in these meta-analyses vary only within a narrow range, precluding reliable estimation of a regression function on the true control rates.

3.1. Slope Estimates: Comparison of Hierarchical and Observed Data Models

3.1.1. Risk Ratio

We first consider analyses under the observed data model and the hierarchical model using the log risk ratio as the outcome. Table II(a) shows that 15 of 112 (13 per cent) meta-analyses gave a significant control rate slope (either positive or negative) by the hierarchical model compared with 23 of 112 (21 per cent) by the observed data model. More often than not, the significant slopes were negative, indicating that the treatment was more likely to show benefit as the control rate increases. Nineteen of the 23 results significant under the observed data model showed a negative correlation, whereas 9 of 15 significant under the hierarchical model did. There were 19 meta-analyses in which the sign of the slope differed under the two models, but none of these disagreed as to statistical significance. In 18 of the 19, the observed data slope was negative. Therefore, there were no meta-analyses in which the two models gave significant results in opposite directions.
Table II. Cross-tabulation of the significance of the control rate slope as fit by the observed data model (WLS) and the hierarchical model (EM). Each estimate is classified as significant and negative (\(Z \leq -1.96\)) labelled ‘Sig –’, non-significant (\(-1.96 < Z < 1.96\)) labelled ‘NS’ or significant and positive (\(Z \geq 1.96\)) labelled as ‘Sig +’. Below each table are the results of the Jonckheere–Terpstra exact test for testing if significance of the WLS results are independent of the significance of the EM results.

\((a)\) Risk ratio

<table>
<thead>
<tr>
<th></th>
<th>WLS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sig –</td>
</tr>
<tr>
<td>EM</td>
<td></td>
</tr>
<tr>
<td>Sig –</td>
<td>8</td>
</tr>
<tr>
<td>NS –</td>
<td>11</td>
</tr>
<tr>
<td>NS +</td>
<td>0</td>
</tr>
<tr>
<td>Sig +</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>19</td>
</tr>
</tbody>
</table>

Jonckheere–Terpstra exact test statistic = 8.145 (\(p < 0.0001\))

\((b)\) Odds ratio

<table>
<thead>
<tr>
<th></th>
<th>WLS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sig –</td>
</tr>
<tr>
<td>EM</td>
<td></td>
</tr>
<tr>
<td>Sig –</td>
<td>13</td>
</tr>
<tr>
<td>NS –</td>
<td>19</td>
</tr>
<tr>
<td>NS +</td>
<td>0</td>
</tr>
<tr>
<td>Sig +</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>32</td>
</tr>
</tbody>
</table>

Jonckheere–Terpstra exact test statistic = 7.978 (\(p < 0.0001\))

\((c)\) Risk difference

<table>
<thead>
<tr>
<th></th>
<th>WLS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sig –</td>
</tr>
<tr>
<td>EM</td>
<td></td>
</tr>
<tr>
<td>Sig –</td>
<td>33</td>
</tr>
<tr>
<td>NS –</td>
<td>26</td>
</tr>
<tr>
<td>NS +</td>
<td>1</td>
</tr>
<tr>
<td>Sig +</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>60</td>
</tr>
</tbody>
</table>

Jonckheere–Terpstra exact test statistic = 7.917 (\(p < 0.0001\))

The overall rank correlation between the \(z\)-statistics for the slopes of the two models was 0.83. When the hierarchical model indicated that the control rate was significantly correlated with the treatment effect, the observed data model also gave a significant result in 12 of 15 meta-analyses. Among the three meta-analyses with significant hierarchical model slopes, but non-significant observed data model slopes, the hierarchical and observed data slopes had the same sign (two positive and one negative). About half of the significant results found with the observed data
model, however, were actually false positives (11 of 23). All 11 of these false positives had negative slopes. As a test for significance of the control rate as a predictor of the treatment effect using the hierarchical model results as the gold standard, weighted least squares with observed data had a high negative predictive value (86/89 or 0.97), but a low positive predictive value (12/23 or 0.52). Its sensitivity was 12/15 (0.80) compared with a specificity of 86/97 (0.89). Figure 2(a) shows these results graphically, plotting the absolute values of the two sets of z-statistics.
Figures 3(a) and 4(a) show that the slope estimates and standard errors from the two models are highly correlated (both correlations exceed 0.85 and the exact test of independence in Table II is highly significant), but also that the hierarchical model gave higher standard error estimates and lower point estimates for the slope. Failure to account for the control rate variation using weighted least squares leads to underestimation of the uncertainty in the slope estimate as well as to a slight measurement bias toward the null in the slope estimates.

The z-test statistics associated with the test of significance for the control rate slopes measured by the hierarchical model were not related to the corresponding test statistics of the treatment
effects measured by the random effects risk ratio \( r = -0.09 \). Fifteen per cent (9 of 59) of meta-analyses with a significant treatment effect had a significant control rate slope compared with 11 per cent (6 of 53) of meta-analyses with a non-significant treatment effect \( (p = 0.54) \). We found a similar lack of agreement when we fit the control rate slope by weighted least squares using the observed data.

Figure 5 gives an example, based on a meta-analyses of 34 studies of streptokinase for the treatment of myocardial infarction, of how control-rate regression based on the observed data
can be misleading. While the plot of observed log risk ratio versus observed control rate appears to suggest a negative correlation between the treatment effect and control rate, the plot of the true treatment effect and control rate using the shrunken estimates from the hierarchical model shows that this correlation is spurious.

### 3.1.2. Odds Ratio

Table II(b) and Figures 2–4 give the results using the log odds ratio as the outcome. Results are very similar to those for the risk ratio except that the number of meta-analyses that show a significant control rate slope from the hierarchical model is slightly higher (16/112 = 14 per cent) and the significant slopes are more likely to be negative. Among the significant slopes identified by application of weighted least squares to the observed data model are many not truly significant (sensitivity, 0.88 (14/16); specificity, 0.80 (77/96); negative predictive value, 0.97 (77/79); positive predictive value, 0.42 (14/33)).

Again, significant control rate slopes did not correlate with significant treatment effects. Seventeen per cent (10 of 59) of meta-analyses with a significant treatment effect had a significant control rate slope compared with 11 per cent (6 of 53) of meta-analyses with a non-significant treatment effect ($p = 0.72$). The correlation between the control rate slopes and the pooled treatment effect estimates was $0.15$.

### 3.1.3. Risk Difference

Table II(c) and Figures 2–4 show results using the risk difference. Again, because the observed data model underestimated the variance of the slope estimates, the number of significant slopes...
were nearly doubled relative to the hierarchical model (61 (54 per cent) versus 35 (31 per cent)),
even though the correlation between their z-statistics was 0.89. The observed data model again
performed well as a screening test with a high negative predictive value of 0.98 (50/51), but a low
positive predictive value of 0.56 (34/61). The sensitivity was 0.97 (34/35) and the specificity was
0.65 (50/77).

Significant treatment effects were much more closely related to significant control rate slopes
on the risk difference scale. Among meta-analyses with a significant pooled treatment effect, 28 of
57 (49 per cent) also had a significant control rate slope compared with only 7 of 55 (13 per cent)
among meta-analyses without a significant pooled treatment effect (p < 0.0001). The correlation
between the control rate slopes and the pooled treatment effect estimates was 0.54 (p < 0.0001).

3.1.4. Comparison of Treatment Effect Measures

Compared with the analysis on the log risk ratio scale, the analysis on the risk difference scale
gave significant control rate slopes more than 2.5 times as often by either model (hierarchical, 35
versus 15; observed data, 61 versus 23). Some overlap between the two scales did occur: 7 of 15
cases significant on the risk ratio scale were also significant on the risk difference scale with the
hierarchical model, while the corresponding numbers were 19 of 23 with the observed data model.
Conversely, only 7 of 35 slopes significant on the risk difference scale were significant on the risk
ratio scale using the hierarchical model (19 of 61 for the observed data model). Significant
correlations between the treatment effect and the control rate were even more likely to be negative
on the risk difference scale than on the risk ratio or odds ratio scales (60 of 61 by the observed
data model and 34 of 35 by the hierarchical model).

3.2. Subanalyses

3.2.1. Relationship to variance of true control rates

One very useful feature of the hierarchical model is that it provides an estimate of the variability
of the true unobserved control rates. Treatment effects can only be differentiated by control rates
that have sufficient variation. Otherwise, regression slope and standard error estimates become
widely inflated. Meta-analyses based on a small number of RCTs are particularly prone to this
problem. Because a test of heterogeneity based on the observed control rates ignores the
distinction between measurement error and true variation, the hierarchical model estimate is
more appropriate. We found that when the variance of the unobserved true control rates (τ²C) was
very small, only rarely was the treatment effect related to the control rate. Among the 14
meta-analyses with τ²C < 0.001 (that is, standard deviation less than about 0.03), the control rate
was significantly correlated once with the risk ratio and risk difference and never with the odds
ratio. This reflects the strong negative correlations found between the control rate variance
estimate and the variance of the slope estimate (−0.80 for RR; −0.81 for OR; −0.51 for RD).

3.2.2. Relationship to size of meta-analysis and length of follow-up

Table III classifies the control rate significance by the type of meta-analysis, subdividing by the
number of trials in the meta-analysis (where the cut-off of 10 roughly divides the total in half) and
by the duration of follow-up (all short-term of about the same duration, heterogeneous mix of
different amounts of follow-up and long-term). Studies with homogeneous short-term follow-up
and studies with 10 or more RCTs more often showed a significant relationship on the risk ratio
Table III. Number (per cent) of meta-analyses with significant control rate slopes classified by effect measure, number of studies and duration of follow-up

<table>
<thead>
<tr>
<th>Total MAs</th>
<th>Number of studies &lt; 10</th>
<th>Number of studies ≥ 10</th>
<th>All</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Short follow-up</td>
<td>Mixed follow-up</td>
<td>Long follow-up</td>
</tr>
<tr>
<td>RD</td>
<td>12 (32)</td>
<td>3 (43)</td>
<td>0</td>
</tr>
<tr>
<td>RR</td>
<td>4 (11)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>OR</td>
<td>5 (14)</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

and odds ratio scales. Of the 36 meta-analyses with both of these characteristics the control rate was significantly related to the treatment effect for 10 (28 per cent) on the risk ratio and odds ratio scales, compared with 5 (7 per cent) and 6 (8 per cent), respectively, among the remaining 76 meta-analyses. This difference was not present on the risk difference scale, however, where 33 per cent of the short-term, homogeneous follow-up meta-analyses showed significant correlations of control rate with treatment effect compared with 30 per cent of the remaining meta-analyses. The small number of meta-analyses with long follow-up and the potential confounding of duration of follow-up and number of trials by the disease and treatment studied preclude drawing any definitive conclusions, however.

4. DISCUSSION

Meta-analysts disagree about how to handle between-study heterogeneity. Some advocate using homogeneous collections and fixed-effects analyses so that the pooled effect has a precise meaning. Others argue that sources of between-study variation provide critical information that must be uncovered. Identifying these sources is complicated by the lack of information historically included in clinical trial reports, although efforts are now being made to improve such summaries.

The control rate may serve as a useful partial surrogate for this missing information because of its ready availability and reflection of study or patient heterogeneity. Any non-random variation in treatment effects across studies may relate to study or patient differences that could be reflected in the control rates. A few of the many possible sources of this type are length of follow-up, concomitant drug dosage and subject mix.

4.1. Use of a hierarchical model

In order not to introduce spurious associations between the treatment effect and the control rate when none exists, it is necessary when using the control rate as a predictor for treatment effects to adjust for the random nature of the control rate and for the functionally induced correlation between the observed treatment effect and observed control rate. To measure this bias empirically, we compare the fit of a hierarchical model that incorporates these features with that of the observed data model.

As expected, we found more frequent significant associations with the non-hierarchical observed data model, regardless of the treatment effect measure. Because the model does not take
into account all the sources of variability introduced by the stochastic control rates and therefore underestimates the standard errors of the slope estimates, about half of the significant associations it found were false positive. Conversely, significant results found with the hierarchical model were usually also significant with the observed data model.

Using the hierarchical model, we found significant correlations between the treatment effect and the control rate about 1 in 6 times on the risk ratio or odds ratio scales and about 1 in 3 times on the risk difference scale. When found, these correlations generally indicated that treatments were more effective on those populations with higher control rates, thus suggesting that the treatments might have worked better on the sicker patients.

These findings, however, do not necessarily reflect what would be found in a complete survey of all meta-analyses because the meta-analyses used come from a highly selected group of high quality meta-analyses. Lower quality meta-analyses may be more prone to exaggerated observed effects that would change the rates reported in this study.

4.2. Risk ratio or odds ratio preferable to risk difference

Our results show that significant correlations between the treatment effect and the control rate are much more frequent when we measure the treatment effect by the risk difference than when we measure by either the log risk ratio or log odds ratio. Studies with low control rates rarely have high treatment rates unless the treatment is toxic; studies with high control rates often have low treatment rates when the treatment is beneficial. Therefore, the size of the difference between the treatment rate and the control rate often increases as the control rate increases. On multiplicative scales such as the risk ratio and odds ratio, however, this arithmetic relationship does not necessarily induce any correlation with the size of the control rate.

This difference in frequency across treatment effect measures occurred despite the fact that the choice of treatment effect measure did not affect the frequency with which we found that the pooled effect differed significantly from the null value. In particular, we noted that on the risk ratio and odds ratio scales the significance of the control rate as a predictor of treatment effect was unrelated to whether or not the pooled treatment effect was significant. On the risk difference scale, though, we found control rate correlations much more often when the pooled treatment effects were significant. The increased number of control rate correlations with the risk difference and their tendency to occur more often when the pooled effect was significant suggest that the risk difference scale may overestimate the influence of the control rate.

4.3. Implications for clinical trial design

When the size of the treatment effect is linearly related to the size of the control rate, the correlation can mean either that treatment effects differ in magnitude but not sign for different subgroups of individuals (a quantitative interaction) or that treatment effects change sign across subgroups, showing benefit to some and harm to others (a qualitative interaction). The majority of meta-analyses that show correlation between the treatment effect and the control rate also have significant pooled treatment effects and thus suggest quantitative interaction. Those meta-analyses in which the pooled treatment effect is not significant, but the control rate is related to the treatment effect, suggest qualitative interactions and are more problematic. Peto and colleagues, in fact, discount qualitative interactions as spurious correlations and artifacts of the data.71
‘Mega’ trials such as GISSI-3\textsuperscript{73} and ISIS-4\textsuperscript{25} have addressed the issue of differential treatment effects through factorial designs and planned subgroup analyses. Though the results of these very large trials often agree with those of a meta-analysis of small trials, differences between them can sometimes relate to control rate variation.\textsuperscript{74} The experience with magnesium and nitrates in the treatment of acute myocardial infarction is an example in which smaller studies showed large benefits of treatment that mega-trials did not support. We reported previously that one could have predicted the lack of benefit evidenced by the mega-trials with low control rates by the regression of the risk ratio on the control rate which demonstrated that trials with high control rates had lower risk ratios.\textsuperscript{74}

This discussion suggests that the pooled effect may not necessarily be the best estimate of treatment efficacy for the individual patient. If control rate heterogeneity reflects differences in the average baseline risk between different patient populations, then the associations found between treatment effects and control rates indicate that some groups of patients respond better to some treatments than others do. It may not always be easy to find these subgroups, but, as an exploratory technique, control rate meta-regression may suggest study conditions for further examination. These explorations are only possible, of course, if the clinical trials provide different subgroups. Designing trials to be different may promote a better synthesis.

We have noted that correlations between control rates and treatment effects were more frequent in meta-analyses with homogeneous, short-term follow-up and in meta-analyses based on a large number of trials (Table III). One possible reason for this finding is that such meta-analyses exhibit the most variation among the control rates and therefore provide the widest range over which to measure this correlation. In trials with long-term follow-up, control rates will tend to converge as competing risks even out differences in the study cohorts. In collections of trials with heterogeneous follow-up, control rate differences based on cohort characteristics will become diluted by control rate differences based on variable follow-up. Varying follow-up can also dilute treatment effects if these diminish over time and therefore can complicate the process of finding correlations with control rates. Control rate meta-regression would then seem most useful when the control rates differ substantially because of study cohort features that could modify treatment effects.

It is essential that we interpret clinical trial results in the light of all other similar studies, and meta-analysis in its broader context is essential for this understanding. For these interpretations to be possible, clinical trialists must design their studies with future meta-analyses in mind\textsuperscript{75} and must report in a structured manner detailed information about subpopulations and ideally individuals.\textsuperscript{72} Such reporting will help identify any risk factors that affect control rate heterogeneity for which the control rate may be a surrogate predictor.

5. CONCLUSION

We need not view heterogeneity of treatment effect as an argument against the pooling of clinical trial data. When heterogeneity does not arise because of inadequate design or incomplete publication of results, we should welcome it as an opportunity to optimize treatment benefit. Regression analysis with the control rate as a predictor of treatment effects presents a useful tool to explore such heterogeneity. Though correlations between treatment effects and control rates in a series of clinical trials are overstated when using regression of observed rates, proper accounting for random error in the control rate and functional correlation between observed rates in a hierarchical model reveals that significant relationships do occur and are probably best measured as risk ratios or odds ratios rather than as risk differences. In such cases, we can
consider the control rate a surrogate for patient risk factors and study characteristics with which treatment benefits vary. Because the control rate is an aggregate measure that has no direct meaning at the patient level, we must view these regressions as exploratory tools that can help to determine whether further study into sources of heterogeneity is warranted.

REFERENCES

17. Light, R. J. ‘Accumulating evidence from independent studies: What we can win and what we can lose’, Statistics in Medicine, 6, 221–228 (1987).


